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Abstract

According to the Princeton Review, 2,000 entrepreneurship courses are currently offered at a wide variety of universities across the country (Juergen 2011). With so much effort focused on entrepreneurship education, evaluating the impact that these courses have on a student’s entrepreneurial mindset or the abilities required to become a successful entrepreneur has garnered much interest in recent years (Kuratko 2005; Oosterbeek, van Praag, and Ijsselstein 2010). A common method used to measure the effect that a project, course, or program has on an individual’s entrepreneurial mindset is the use of a class or program-wide survey (Kuratko 2005). Although surveys to measure gains in entrepreneurial mindset are in widespread use, they often lack a theoretical framework to guide their creation. This can lead to data and analysis that reflect the poor psychometric properties of the survey rather than the actual impact of entrepreneurship programs or courses on students (Kline 1986). This paper examines the current state of survey techniques within entrepreneurship education, as well as proposing a process for more robust assessment creation.

Introduction

As the number of entrepreneurship education programs continues to grow, the need to assess these programs’ effectiveness grows as well. One of the most efficient methods for course and program assessment is the use of pre- and post-course/program surveys of students in order to evaluate their growth with respect to relevant constructs. The results of such surveys are used as formative evaluations of projects, courses, and programs; however, without full knowledge of the validity evidence of these surveys, it is inappropriate to use their empirical results as indicative of the success or failure of the relevant course or program.

Because gathering validity evidence can be a difficult endeavor, this paper advocates creating content valid surveys based on Messick’s (1995) unified theory of validity, as well as the works of Downing and Haladyna (1997), in particular, their paper on test item development. We begin by proposing a survey development process based on the works of the previously mentioned psychometricians and propose a process to be used in the development of entrepreneurship survey instruments. We evaluate the current state of the assessment of entrepreneurship education by examining a selection of existing entrepreneurship education assessment instruments through the lens of our proposed survey development process.
Using the works of Messick and of Downing and Haladyna, we derived a set of nine metrics and used them to evaluate twelve entrepreneurship assessment instruments. These twelve instruments were selected based on the relevance of their underlying constructs to entrepreneurship and/or their frequent citation in the entrepreneurship literature. After reviewing each of the instruments, a short discussion of the general strengths and weaknesses found in entrepreneurship education assessment is presented, followed by recommendations for future work.

**Theoretical Framework for Evaluation**

In highlighting the importance of an instrument’s validity in the context of score interpretation, Messick (1995) notes: “The construct validity of score interpretation comes to undergird all score-based inferences.” Score interpretation – i.e., the interpretation of the results of an assessment instrument – can play a pivotal role in the assessment of entrepreneurship programs, which is why the validity of the instruments used to assess them is so important. In short, score interpretation is dependent upon the validity evidence collected for the instrument itself, making the rigor of the development process for instruments of critical importance.

Content relevance and representativeness are the first steps towards developing a sound instrument. Content relevance and representativeness refer to the range and limits of content coverage – i.e., the boundaries of the construct domain to be assessed. Test items are the building blocks of any assessment instrument, and by nature, they specify the content domain of the instrument. In other words, sound instruments are composed of sound items that generate support for the instrument in the collected body of validity evidence. Sound items are grounded in a theoretical framework and are representative of and relevant to the content domain of interest. In the following sections, we review Messick’s unified theory of validity as it pertains specifically to content relevance and representativeness, along with a theoretical framework for instrument evaluation derived from the work of Downing and Haladyna (1997).

**Messick’s Unified Theory of Validity**

Messick (1995) defined validity as “an overall evaluative judgment of the degree to which empirical evidence and theoretical rationales support the adequacy and appropriateness of interpretations and actions based on test scores or other modes of assessment.” According to Messick’s theory, validity can be differentiated into six aspects: content, substantive, structural, generalizability, external, and consequential. Definitions of these six aspects of content validity can be found in pages 16-17 (Messick 1995). To illustrate the structure of Messick’s theoretical model, Purzer and Cardella (n.d.) transformed Messick’s unified theory into a process diagram for instrument creation, as shown in Figure 1. The diagram in Figure 1 outlines a path that instrument developers should follow as they collect validity evidence while creating an instrument. For the purposes of this paper, we focus specifically on the first two aspects of Messick’s model – i.e., the content aspect and the substantive aspect – which focus on content relevance and representativeness, or the characteristics of the content domain that is being assessed.

According to Messick, “The content aspect of construct validity includes evidence of content relevance, representativeness, and technical quality.” In other words, the content aspect of construct validity serves to specify the boundaries of the construct domain, or the determination of the skills, traits, knowledge, and attitudes that are related to the relevant construct. The content aspect requires that the tasks or behaviors to be assessed are both relevant to the construct domain and representative of the domain. Typically, content relevance and representativeness are assessed by expert professional judgment.
With regard to the substantive aspect of construct validity, Messick notes: "The substantive aspect refers to theoretical and content of the items. This is followed in the process by a pilot test with a sample representative of the final population(s) for whom the instrument is intended. Content creation during the blueprint development stage can be a difficult task, and boiling that content down into a list of cohesive items can be challenging. Downing and Haladyna proposed an ideal process for test item development, as discussed in the following section.

**Downing and Haladyna’s Ideal Process for Item Creation**

Downing and Haladyna’s (1997) ideal process for item creation uses Messick’s (1995) unified theory of validity as a foundation and expands the substantive and content aspects. Downing and Haladyna argue that both qualitative and quantitative evidence are needed to support the use or deletion of test items in an instrument. Quantitative evidence gathering is well established and can be found in such methods as factor analysis and classical item analysis. Downing and Haladyna outline a precise method to gather qualitative evidence and list eleven types of qualitative evidence, accompanied by the specific activity needed to collect the evidence, as shown in Figure 2.

Of the eleven types of qualitative evidence presented in Figure 2, we selected four as relevant and implementable in entrepreneurship education assessment. These four are content definition, test specifications, item content verification, and item tryout and pretesting, which can be used to guide the selection, creation, and/or evaluation of an entrepreneurship survey or instrument.

**Content Definition**

Content definition refers to the selection of the survey/instrument domain and associates the construct that is to be measured with the test specifications and items. This first form of evidence clearly defines the boundaries of the assessment. Job-task
analysis is often suggested as key in defining the content of a survey or instrument and simply involves evaluating the construct in its “natural environment.” For example, if we are interested in evaluating risk-taking in the context of entrepreneurship, we would observe entrepreneurs in their work environments and evaluate how/if/when they take risks, what that risk-taking looks like, and how it is different from risk-taking in the general population. Content may also be defined from extant literature or existing theories that have been accepted by some panel of experts in the field. Based on the works of Messick, and Downing and Haladyna, we show below a condensed list of three metrics that will aid in the creation and evaluation of entrepreneurship instruments through the lens of content definition:

1. Clearly defined boundary of the construct(s) of the instrument or survey
2. Definition of the construct(s) based on literature, job task analysis, and/or expert review
3. Documentation of methods used to select the content presented (Crant 1996)

Test Specifications
Test specifications link the content domain with the test items and help to define the portions of the content domain that will be evaluated or sampled. Referring back to Messick’s unified theory, the test specifications lay out a guide to ensure that items are both relevant and representative of the content domain being assessed - i.e., that the items are related to the knowledge, skills, attitudes, and behaviors to be assessed. The test specifications define the type of content within the assessment, as well as specifying the size of each content category to be present in the survey instrument. For example, a list of test specifications for entrepreneurship may include: risk-taking, business savvy, and creativity, with a breakdown of 20%, 50%, and 30%, depending on the underlying theoretical framework. Based on the works of Messick, and Downing and Haladyna, we show below a condensed list of three metrics that will aid in the creation and evaluation of entrepreneurship instruments through the lens of test specifications:

<table>
<thead>
<tr>
<th>Type of Evidence</th>
<th>Activity</th>
<th>Evidence Needed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content definition</td>
<td>Role delineation, job-task analysis, practice analysis completed</td>
<td>Documentation of the method(s) used to select item content</td>
</tr>
<tr>
<td>Test specifications</td>
<td>Table of specifications or test blueprint created</td>
<td>Documentation of systematic link of test content to test specifications or test blueprint</td>
</tr>
<tr>
<td>Items writer training</td>
<td>Develop training materials and methods; train item writers</td>
<td>Documentation of methods, principles, written materials, and sample items</td>
</tr>
<tr>
<td>Adherence to item-writing principles</td>
<td>Standard item-writing rules adopted</td>
<td>Evidence of compliance with rules and documentation of process used to review items</td>
</tr>
<tr>
<td>Cognitive behavior</td>
<td>Cognitive classification system used to classify items</td>
<td>Documentation of system used and its rationale; reports of any research using system</td>
</tr>
<tr>
<td>Item content verification</td>
<td>Content experts review and judge items</td>
<td>Content experts’ credentials; records of content expert review process</td>
</tr>
<tr>
<td>Item editing</td>
<td>Review items and professionally edit</td>
<td>Credentials and experience of editors; editorial and style guidelines, documentation of edit and review cycle</td>
</tr>
<tr>
<td>Bias-sensitivity review</td>
<td>Bias-sensitivity review; policies and procedures developed</td>
<td>Documentation of bias-sensitivity review; rationale for policies; credentials of reviewers</td>
</tr>
<tr>
<td>Item layout and processing</td>
<td>Pretend, pilot test, or field test items; item performance data; examinee interviews</td>
<td>Documentation of examiner pilot test data; examinee and item characteristics</td>
</tr>
<tr>
<td>Key validation and verification</td>
<td>Correctness of keyed answer verified by panel of content experts</td>
<td>Policy and procedures for key verification; documentation of key validation results</td>
</tr>
<tr>
<td>Test security plan</td>
<td>A test security policy and set of procedures are developed</td>
<td>Copy of policy and procedures manual that specifies how items are protected from security lapses</td>
</tr>
</tbody>
</table>

Figure 2. Downing and Haladyna’s Eleven Types of Qualitative Validity Evidence

1. Detailed rationale or process for breakdown of proportions of content domain to be represented by test items
2. Content areas and more specific content within these areas clearly stated
3. Agreement on proportional breakdown by panel of researchers or content experts

Item Verification
When creating items for an instrument, the content is typically based on expert experience, textbooks, or a thorough literature review. However, in order to verify that the content reflected in the items is representative and relevant to the domain of assessment, it is commonplace to organize a panel of experts to evaluate the item set. Typically, this panel of experts is composed of professionals with
significant knowledge and/or experience in the domain being assessed. The panel is also briefed on what is to be assessed – i.e., the panel is explicitly told the definition of the construct(s) being assessed and is instructed to evaluate the items with reference to this definition. This helps to avoid dissension amongst the experts on such things as content definition or theoretical framework, and helps maintains focus on the relevance and representativeness of the items. Based on the works of Messick, and Downing and Haladyna, we show below a condensed list of two metrics that will aid in the creation and evaluation of entrepreneurship instruments through the lens of item verification:

1. Initial items based on literature review, previous instruments/survey, field experience
2. Items verified through panel of content experts on both relevance and representativeness to the content domain relative to the pre-defined construct definition

Item Tryout
Item “tryout” or pretesting is a method used to evaluate the cognitive processes that items evoke from test takers. For example, one approach to pretesting items is the “think-aloud” method, in which test takers are asked to say out loud their thoughts and feelings while completing the survey or assessment. This aids the reviewer in gauging how well an item matches the cognitive task being assessed, as well as flagging any confusing or misleading items on which test takers may stumble. Based on the works of Messick, and Downing and Haladyna, we show below one metric that will aid in the creation and evaluation of entrepreneurship instruments through the lens of item tryout:

1. Pretesting of items using think aloud or other protocols to ensure the test takers engage in the expected cognitive processes

The four forms of qualitative evidence discussed above can be used to aid in the selection and/or creation of valid entrepreneurship education assessment instruments. In the following section, we use the metrics we defined for these four forms of evidence to evaluate the current state of the art in entrepreneurship assessments through a selection of entrepreneurship surveys and instruments.

Evaluation of Entrepreneurship Instruments
This brief review examines twelve instruments used for the evaluation of entrepreneurial self-efficacy, entrepreneurial orientation, and/or entrepreneurial behaviors or traits of students. Most often, these student evaluations are used as measures of performance for entrepreneurship programs at a variety of universities by surveying students across a semester, year, or program. To be included in this review, the instruments or surveys had to explicitly measure constructs related to entrepreneurship or be frequently used in entrepreneurship evaluations. Below is a list of the twelve instruments included in this review:

1. Entrepreneurial self-efficacy (Taatila and Down 2012)
2. NCIIA Entrepreneurship Inventory (Shartrand et al. 2008)
3. Proactive Personality Scale (Bateman and Crant 1993)
4. Entrepreneurial self-efficacy scale (Chen, Greene, and Crick 1998)
5. General enterprising tendency (Caird 1991)
6. Individual entrepreneurial orientation (Bolton and Lane 2012)
7. Student entrepreneurial orientation (Taatila and Down 2012)
8. Entrepreneurial behavior inventory (Lau et al. 2012)
9. Tolerance for Ambiguity Scale (Herman et al. 2010)
10. Engineering Entrepreneurship Survey (Duval-Couetil, Reed-Rhoads, and Haghighi 2011)
11. Entrepreneurial mindset index (Shartrand et al. 2008)

Instrument Evaluation
The instruments listed above (numbered 1 to 12) and the metrics used for evaluation were used to construct an evaluation matrix in Table 1. Each metric was treated as a dichotomous variable, then each instrument was assigned an “X” when a metric was met or a dash when that metric was not met (to the best of our knowledge). The articles used to review each instrument are listed in the references (Bateman and Crant 1993; Chen, Greene, and Crick 1998; Duval-Couetil, Reed-Rhoads, and Haghighi 2011; Herman et al. 2010; Kussmaul et al. 2006; Purzer and Cardella n.d.; Taatila and Down 2012).

Prior to reviewing our findings across all twelve instruments, we will examine one instrument in depth in order to demonstrate how the metrics were applied. We chose the NCIIA Entrepreneurship Inventory (Shartrand et al. 2008) for this more detailed review, as it performed best across all metrics. The first group of metrics (content definition) are evaluations of the depth to which each instrument defined and set boundaries to the content domain being evaluated. The theoretical framework for the NCIIA Entrepreneurship Inventory was based on previous work, specifically [ ], and this previous research helped shape the boundaries of the domain. The development of the instrument began with an evaluation of stakeholder needs, including which content was of interest and the best ways to evaluate this content. This adds further justification to the definition of the content domain, as well as the boundary of assessment. All of the methods used to define content were well documented in Kussmaul et al. (2006) and Shartrand et al. (2008). For these reasons, the NCIIA Entrepreneurship Inventory satisfied all three metrics within the content definition group.

The NCIIA Entrepreneurship Inventory also excelled in the next two grouping of metrics, i.e., test specifications/blueprint creation and item verification, respectively. Within Shartrand, there is a clear breakdown of content areas, as well as a list of specific factors in each area. Also, “the items were initially based on a pre-existing taxonomy,” and the “list of items [was circulated] to ten additional leaders of entrepreneurship education,” highlighting both item verification and agreement on proportional breakdown. The only metric we could not confirm for the NCIIA Entrepreneurship Inventory was the item-tryout; to the best of our knowledge, this inventory was not tested with a smaller pilot sample utilizing a think-aloud or similar protocol.

In reviewing the instruments listed in Table 1 overall, we see that some metrics were strong across all twelve instruments, while other metrics were rarely satisfied. In general, the selected twelve instruments appear to be strongest in content definition and weakest in test specifications or blueprint creation, respectively. In terms of content definition, each of the instruments based their construct definition on previous literature, job task analysis, or expert opinion. For example, the entrepreneurial self-efficacy scale (Taatila and Down 2012), NCIIA Entrepreneurship Inventory (Shartrand et al. 2008), Engineering Entrepreneurship Survey (Duval-Couetil, Reed-Rhoads, and Haghighi 2011), and student entrepreneurial orientation scale (Taatila and Down 2012) all derived their constructs and domain boundaries from thorough literature reviews and expert opinion.
The detailed breakdown of test proportions metric was only met by the NCIIA Entrepreneurship Inventory (to the best of our knowledge), which provided a detailed breakdown of the content areas covered by its items. The NCIIA Entrepreneurship Inventory was also the only instrument to document that its items were reviewed and agreed on by a panel of content experts.

Another often-missed metric in our evaluation of the twelve instruments was the pretest or tryout method used to ensure correct cognitive processes, which refers to the use of small pilot tests and think-aloud protocols. These pretests act as a last measure to ensure that the items within the instrument are evoking the proper responses from respondents. Think-aloud protocols can also help instrument developers identify problem words or phrases that may be unfamiliar or awkward for the respondent. These practices can flag items that may be especially prone to social biasing (Duval-Couetil, Reed-Rhoads, and Haghighi 2010).

A final key observation is that the practice of cutting and pasting certain items from a variety of instruments into one single instrument was common across multiple instruments we evaluated. For example, the individual entrepreneurial orientation scale and the student entrepreneurial orientation scale both selected items from other instruments and reworded them slightly to make them more appropriate for their audience. Unfortunately, while this practice is convenient, instrument developers using it run the risk of altering the construct being measured. In effect, by changing the items and only utilizing portions of an instrument, survey developers can no longer be certain that the construct measured by and validated for the original instrument is still being measured by the new instrument (Duval-Couetil, Reed-Rhoads, and Haghighi 2010; Duval-Couetil, Reed-Rhoads, and Haghighi 2011; Herman et al. 2010).

Summary and Recommendations for Future Work
In summary, the instruments currently being used in entrepreneurship education are strong in certain areas of validity evidence, such as content definition; however, many appear to be weak in other areas, such as test specifications, item verification, and item tryout. We also noticed an alarming trend toward cutting and pasting items from a variety of instruments in order to create a single instrument. This practice is not advised and goes against many principles of sound instrument development (Downing and Haladyna 1997; Duval-Couetil, Reed-Rhoads, and Haghighi 2010).

Instrument development can sometimes take years to complete, and many psychometricians argue that collecting validity evidence is a lifelong endeavor that is never really finished (Kline 1986; Messick 1995). Further, following every rule and procedure outlined by Messick and Downing and Haladyna (1997) is unwieldy and may not be practical in all situations. However, the metrics proposed in Table 1 provide an efficient protocol for evaluating surveys or instruments to use in entrepreneurship research, including course and program assessments. Survey creation can be aided by the use of these metrics as a stage gate model for survey and instrument development.

Key areas for improvement in entrepreneurship program and course assessment instruments include the adoption and use of test specifications, and the use of content experts to verify item representativeness and relevance. The adoption of these practices and methods will support entrepreneurship education as a whole by providing more reliable and accurate instruments and thus give a more accurate view of the state of entrepreneurship education.
<table>
<thead>
<tr>
<th>CONTENT</th>
<th>CLEARLY DEFINED BOUNDARY OF</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
<th>J</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEFINITION</td>
<td>Yes Yes Yes - Yes Yes Yes - Yes Yes - Yes Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Definition of construct based</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>on literature, job task analysis, or expert review</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Documentation of methods used to select content presented (Crant 1996)</td>
<td>Yes</td>
<td>Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td></td>
</tr>
<tr>
<td>TEST SPECIFICATIONS/BLUEPRINT</td>
<td>Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Detailed breakdown of test proportions</td>
<td>Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Content areas and more specific content within areas clearly stated</td>
<td>Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Agreement on proportional breakdown by panel</td>
<td>Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITEM VERIFICATION</td>
<td>Initial items based on literature review, previous instruments/survey, field experience</td>
<td>Yes</td>
<td>Yes</td>
<td>- Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>- Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Items verified through panel of content experts</td>
<td>Yes</td>
<td>Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITEM TRYOUT</td>
<td>Pretest or tryout method utilized to ensure correct cognitive processes</td>
<td>Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td>- Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Evaluation of Instruments Using Metrics for Qualitative Validity Evidence
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